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I
n the field of dye sensitized solar cells
(DSSCs), progressively more emphasis
has been placed on the molecular char-

acteristics of the constituents materials.1

This trend can be associated with a more
molecule-oriented description of the ele-
mentary steps in the charge conversion
process: the sensitizer's chemical structure
is known to impact on the electron injection
and on the charge recombination pro-
cesses.2 The electron injection is initiated
by the promotion of an electron on an
excited state on the dye molecule which
then injects it into the semiconductor con-
duction band, given a favorable energy
alignment of the orbitals involved. The
charge recombination reaction (CRR), which
is a main dissipative pathway for DSSCs, can
be described as the charge transfer from
the semiconductors' conduction band to
the lowest energy empty orbitals on the
oxidized dye and it is in competition with
the electron diffusion into the semiconduc-
tor electrode.
Two different approaches are available to

curb the CRR: diminishing the concentration
of either of the reactants or reducing the
reaction rate constant of the process. The
first approach can be implemented by in-
creasing the electron mobility in the semi-
conductor, for instance by reducing the

number of defects in the crystalline lattice,
or by making the dye regeneration reaction
faster. The reduction of defect states in the
TiO2 substrate has been studied experi-
mentally3,4 and chemical protocols have
been devised to this end; however, this
would also impact on the manufacturing
cost of the device. One could decrease the
concentration of the oxidized dye by accel-
erating the dye regeneration reaction, but
the latter is already the most energetically
wasteful process in conventional DSSCs
(because of the driving force needed),5

and therefore, increasing the driving force
to make this reaction faster would further
reduce the work extracted by the device
(incidentally, moving the electrolyte level to
higher energies, i.e., closer to the TiO2 con-
duction band edge, could also make the
CRR to electrolyte species more favorable).6

For these reasons, the most advanta-
geous strategy to reduce the CRR is to make
this process inherently slower by a suitable
design of the electronic structure of the dye.
A typical approach7 would lead to the de-
sign of sensitizers with a donor�acceptor
structure, so that, in their excited state a
partial charge transfer state would occur,
with the injecting orbital localized as close
as possible to the semiconductor surface
and with the positive charge in the oxidized
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ABSTRACT A strategy to hinder the charge recombination process in dye

sensitized solar cells is developed in analogy with similar approaches to

modulate charge transport across nanostructures. The system studied is a TiO2
(anatase)�chromophore interface, with an unsaturated carbon bridge connecting

the two subunits. A theory for nonadiabatic electron transfer is employed in order to

take explicitly into account the contribution from the bridge states mediating the

process. If a cross-conjugated fragment is present in the bridge, it is possible to

suppress the charge recombination by negative interference of the possible tunnelling path. Calculations carried out on realistic molecules at the DFT level

of theory show how the recombination lifetime can be modulated by changes in the electron-withdrawing (donating) character of the groups connected to

the cross-conjugated bridge. Tight binding calculations are employed to support the interpretation of the atomistic simulations.
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state spatially removed from it. Alternatively, the orbi-
tal symmetry of the dye can be used to reduce the CRR
by 2 to 3 orders of magnitude.8 Herein, we suggest a
different approach to reduce the CRR that is applicable
when the dye is formed by a chromophore (the light
harvesting unit) connected to a bridge that links it to
the semiconductor surface. This type of structure is
quite common among the organic dyes that have
been employed in the field of DSSCs,9 although the
role of the bridge moiety has been typically limited
to increasing the distance between the dye cation
and the semiconductor surface and, in second in-
stance, to extend the dye's absorption spectrum.10

We explore an optimized design of the bridge por-
tion that is able to slow down the charge recombina-
tion process, and might prove useful in the quest for
more efficient DSSCs.
The CRR rate is computed for dyes featuring a cross-

conjugated bridge and compared with the linear
counterpart that is very common among DSSCs
sensitizers.9 A cross-conjugated molecule can be de-
fined in general as “as a compound possessing three
unsaturated groups, two of which although conju-
gated to a third unsaturated centre are not conjugated
to each other”.11 In what follows we consider as a
bridge a polyene chain made of sp2 carbon atoms with
a branching point (see Figure 1). The carbon atom at
the branching point will be connected to a side group
via a double bond and to two carbon atoms in the
main backbone of the bridge via formally single
bonds. The latter two atoms are therefore not con-
jugated as they are separated by two consecutive
single bonds. Two molecular fragments are con-
nected by a cross conjugated bridge when two con-
secutive single bonds between sp2 carbons are found
along the chain that connects the two fragments.
This type of bridge has been extensively studied in
the field of electron transport and their prominent
characteristic is the occurrence of an antiresonance
feature in the electronic transmission, i.e., the trans-
mission function through the bridge is negligible
for incoming electrons in a well-defined energy
window.12 Furthermore, it has been shown how, by
substituting the functional group attached to the
branching point, it is possible to modulate the trans-
mission properties by shifting the energy range at
which the antiresonance occurs.12 A recent study13

has related the presence of this antiresonance to the
topology of the π system, and has established a
simple graphical rule to predict the presence of this
quantum interference feature in the transmission
function.
Cross-conjugated molecules are by no means the

only molecular systems that exhibit destructive inter-
ference effects. There have been significant theoretical
efforts over the last 15 years describing these effects in
a range of molecules.14�22 For example, the presence

of localized states energetically close to states strongly
coupled to the electrodes gives rise to so-called Fano
resonances, i.e., peak-dip or dip-peak structures in the
transmission function.17,19 However, an interference
feature able to prevent charge recombination should
be ideally made only by a dip in the transmission
function, a property commonly displayed by cross-
conjugated molecules. Other chemical structures can
be designed that would fulfill the same underlying
principle: for example, meta-substituted cyclic systems
(such as phenyl rings) or quinone-like structures are
also suitable candidates for the approach we present.
Recent experimental investigations of tunnelling
transport23 or transfer24 are available, with the charge
transfer being slower by a factor 30 in comparison
with linearly conjugated systems. To the best of our
knowledge, this idea has not been explored in the
context of dye sensitized solar cell and can expand
the already large application of theoretical chemistry
to this problem.25�28

This work proceeds as follows: the theory of bridge
mediated charge recombination is briefly reconsidered
and it is then adapted to study the phenomenology of
a simple model Hamiltonian. The results will then be
generalized to the case of a realistic system, studied at
the DFT level of theory.

RESULTS AND DISCUSSION

Bridge Mediated Charge Recombination. The model for
bridge mediated charge recombination in DSSCs inte-
grates the theory of electron transfer at electrochemi-
cal interfaces,29�31 which we have recently applied to
DSSC interfaces,32 with the theory of electron tunnel-
ling through molecular bridges developed for studies
in photochemistry33,34 and molecular junctions.24,35

If we consider a system that can be partitioned into
semiconductor (S) bridge (B) and chromophore (M),
then by labeling with s, b, and m the states from each
partition, respectively, we can express the electronic

Figure 1. Sketches of dye molecules featuring a cross-
conjugated bridge (top) and a linearly conjugated one
(bottom).
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Hamiltonian as:

H ¼ HS þHB þHM þ VSB þ VBM (1)

HS ¼ ∑
s∈S

εsjsæÆsj; HB ¼ ∑
b∈B

εbjbæÆbj þ ∑
b0∈B

βbb0 jbæÆb0j;

HM ¼ εmjmæÆmj (2)

VSB ¼ ∑
s, b

τsbjsæÆbj þ h:c:;

VBM ¼ ∑
b∈B

KbmjbæÆmj þ h:c (3)

where the semiconductor's Hamiltonian term has been
expressed in a diagonal representation for conven-
ience. We indicate with τ and κ, respectively, the
coupling matrix elements between semiconductor
and chromophore orbitals with states on the bridge,
while β is the coupling term between different bridge
states. The electronic coupling between different sub-
systems is responsible for triggering the electron
transfer; in the definition of the Hamiltonian operator,
we have intentionally omitted the direct coupling
between the semiconductor and the chromophore
states as it decays exponentially with the distance
between the two. The electronic states involved do
not need to be mutually orthogonal; however, the
partitioning of the total system given in eq 1 requires
them to be localized on the respective subsystems. The
expression for the charge recombination reaction rate
stems from low-order perturbation theory and can be
recast as:32

kCRR ¼
Z

fμ(E)Γ
~
(E)F(εm � E) dE (4)

with the rate being proportional to the electron pop-
ulation in the semiconductor's conduction band

(affected by the quasi-Fermi level position through

the Fermi-Dirac distribution fμ(E)), to the spectral den-

sity Γ~(E), which accounts for the bridge mediated

electronic coupling and to the Franck�Condon term

F(εm � E), described below. The density of electronic

states in the semiconductor is included in the spectral

density Γ~(E) through the definition:

Γ
~
(E) ¼ 2π

p ∑s
j~Vsmjδ(E � εs) (5)

where the effective (bridge-mediated) electronic cou-

pling between the semiconductor and the chromo-

phore has been introduced.
The expression for the effective electronic coupling

can be derived within the Lippmann-Schwinger form-
alism of scattering theory36,37 or considering explicitly
the equations of motion for the system:38 the propaga-
tion mediated by (unperturbed) bridge states is then
included thanks to the Green's function operator
g(E) t (E � HB)

�1 to give ~V = VSBgVBM, where other

terms have been previously defined in eq 3. Equipped
with this definition, we can represent more explicitly
the spectral density term as:39

Γ
~
(E) ¼ trfΓgKg†g (6)

where tr{•} is the trace operator over the bridge states
acting on the matrices involved. These are the follow-
ing: the coupling between the semiconductor and the
bridge (Γ, defined below), the Green's function opera-
tor g and the coupling between the bridge and the
chromophore unit (K). The matrices in eq 6 are related
to the matrix elements defining the system as:

Γab(E) ¼ 2π
p ∑s

τ†asτsbδ(E � εs)

and Kcd = κdmκcm
† . The bridge�chromophore coupling

matrix elements are more conveniently expressed in
terms of the atomic orbitals φj comprising the statem:

Kbm ¼ ∑
j

cmj ÆbjVBMjφjæ

The structure of the manifold defining the initial
and final states in the electron transfer process con-
tains the vibrational contribution from the nuclear
rearrangement taking place within the molecular sub-
system and in the solvation sphere surrounding the
system. The thermal occupation of the initial vibra-
tional state will have to be included in the rate expres-
sion, together with the overlap between the different
vibrational states accessible before and after the elec-
tron transfer. Furthermore, the underpinning assump-
tion in adopting the scattering formalism is that the
energy is conserved during the transition from the
initial to the final state;40 these different aspects are
all taken into account by the Franck�Condon term,
F(εm � E), which represents the weighted density of
nuclear states involved in the transition. In the semi-
classical approximation, it can be evaluated as:

F(εm � E) ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πλkBT

p exp � (εm � Eþλ)2

4λkBT

" #
(7)

with εm we indicate the free energy variation that the
oxidized dye undergoes with the charge transfer and λ
is the reorganization energy.41

The rate expression in eq 4 involves a sum over the
energies of the incoming electrons present in the
semiconductor. At each energy, the charge recombi-
nation rate is determined by the population of the
electronic states fμ(E), the Franck�Condon term and
the spectral density Γ~, which collects the information
on the electronic structure of semiconductor�dye
interface and the tunnelling probability across the
bridge. For many realistic situations, only a narrow
range of energies (within few kBT above the conduc-
tion band edge) will give a contribution to the rate.
To minimize the charge recombination rate (without
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affecting the charge injection), one should design a
dye that has a minimum of Γ~(E) for energies close to
the conduction band edge. In this respect, cross-
conjugated bridges can be successfully employed to
modulate the charge recombination rate, thanks to
their antiresonance featurementioned in the introduc-
tion.12,24,35 The role of this antiresonance for charge
recombination is shown in Figure 2. We will start by
illustrating the proposed design with a tight binding
model of the bridge moiety for linear and cross-
conjugated bridges. These results will be compared
with those obtained from a DFT simulation of the
TiO2�dye interface.

Charge Recombination through Tight Binding Linear and
Cross-Conjugated Bridges. We initially consider a tight
binding bridge model to explore the phenomenology
in a fully controllable system, before considering a
realistic case. If we indicate with N the total number
of bridge states, which coincides with the number of
bridge sites as shown in Figure 3, and allow only the
terminal sites to interact with the semiconductor and
the light harvesting unit, respectively, then the bridge
Hamiltonian and the coupling terms become:

HB ¼ ∑
N

b¼ 1

RbjbæÆbj þ EX jXæÆXj þ ∑
N � 1

b¼ 1

β(jbæÆbþ 1j

þ jN � 2æÆXj)þ h:c:

VSB þ VBM ¼ τjsæÆ1j þKjNæÆmj þ h:c: (8)

where |Xæ indicates the substituent group connected to
the bridge over the cross-conjugated bond and EX is

the corresponding site energy, Rb is the on-site energy

parameter for the remaining bridge sites while β is the

tunnelling matrix element from one site to the next,

the substituent is attached to the bridge at the site

N� 2. We consider cross-conjugated bridges of length

N = 5, 7.
We describe the linearly conjugated system by

removing the terms containing the cross-conjugated
state |Xæ from eq 8 and setting N = 6.

If we assume a uniform distribution of semiconduc-
tor's states, F, above an energy threshold (which can be
identified with the conduction band minimum), eq 6
can be simplified as:42

Γ
~
(E) ¼ 2π

p
jτKj2jG0

1, N(E)j2F (9)

where the only surviving element of the Green's
operator is the one corresponding to the path con-
necting the first and the last bridge sites, and because
of the choice made for the density of semiconductor
states, the expression above will return a nonzero
spectral density only for energies above the semicon-
ductor's conduction band minimum. In eq 9, we have
exploited the same assumptions made previously,
with the bridge Green's function evaluated on the
nonperturbed bridge states on the basis of weak

coupling between bridge and semiconductor, while
the interaction with the chromophore does not affect
the spectral density in the energy range of interest.
In this way, since the Green's function will depend
only on the bridge's Hamiltonian, eq 9 contains well
factorized the properties of the bridge and of its
coupling with the semiconductor and the rest of
the dye.

The Green's function is an analytic function in the
complex plane, with isolated singularities correspond-
ing to the eigenvalues of the Hamiltonian operator; we
will refer to these peaks in the Green's function as
resonances. The presence of resonances is the only
type of behavior that the Green's function can show in
a linear bridge. On the other hand, for cross conjugated
systems, the occurrence of destructive quantum inter-
ference is also possible for specific energies of the
incoming electron. This feature manifests as a vanish-
ing probability of electron tunnelling across the bridge
fragment at certain energies, and correspondingly, the
Green's function will have a zero at those energies, i.e.,
it will show an antiresonance.

The occurrence of an antiresonance in the XC5
cross-conjugated bridge is shown in Figure 4, where
the absolute value of the Green's function is reported
in panel a for an incoming electron entering the bridge
through the first site and leaving through the last. The
different Green's functions shown are obtained by
varying the on-site energy EX of the cross-conjugated
substituent and an antiresonance occurs when the

Figure 2. (a) Illustration of the energy levels for the electron
transfer from the bottom of the conduction band of the
semiconductor to the dye. A relatively narrow range of
initial energies E is involved. The rate is controlled by the
spectral density Γ~ which depends on the nature of the
bridge. Herein we design a bridge that contains an anti-
resonance (a minimum of Γ~) in correspondence with the
electron transfer energy, to minimize the rate of charge
recombination. This is illustrated in (b), while the spectral
density for a bridge without antiresonances is shown in (c).

Figure 3. Sketches of the tight-binding systems considered.

A
RTIC

LE



MAGGIO ET AL. VOL. 8 ’ NO. 1 ’ 409–418 ’ 2014

www.acsnano.org

413

energy variable matches the value EX. This feature is
suppressed when the energy EX is aligned with a
resonance of the bridge (as for the case of EX = �4.5 eV,
red dashed line).

In a real molecule, however, the coupling with the
semiconductor can have a more complex structure
than that postulated in this tight binding model: to
illustrate on a simple system the type of feature
observed in a realistic molecule, we consider a case
where the coupling between the second bridge site
and the semiconductor is different from zero, giving a
finite probability for the electron to enter the bridge
through this site. In this case, the Green's functions
show a richer structure, as reported in Figure 4b. The
tunnelling probability for the incoming electron
vanishes at two different energy values; one of the
two antiresonance features (the one occurring at high-
er energies) can still be modulated by modifying the
value of the site connected to the cross-conjugated
chain. When we progressively decrease the value of EX,
this antiresonance is shifted toward lower energies
until it coalesces with the second antiresonance
(located at the on-site energy value for the first site),
which is not sensitive to the particular value of EX

employed. On the basis of this model, we can therefore
expect that (at least some) antiresonance features
occurring in realistic systems will be tunable by che-
mical means, i.e., by replacing the chemical substituent
attached to the cross-conjugated branching point.

To assess the impact of the cross-conjugated geo-
metry on the bridge-mediated recombination rate, the
spectral density is computed by setting tight binding
parameters as specified in the Methods section, since
this choice produces antiresonances near E = �4.0 eV,
which is the lower energy threshold for the semicon-
ductor's conduction band.

The charge recombination lifetime (computed as
the reciprocal of the rate) is reported in Figure 5 as a
function of the cross-conjugated on-site energy EX for
the bridge XC5 (solid line) and for the linear bridge L6
as a reference (dashed line). Results show that the
recombination lifetime can be slowed down by 4
orders of magnitude if the antiresonance feature in
the G1,N

0 function is aligned with the conduction band
edge. This characteristic of cross-conjugated bridges is
very encouraging and justifies further investigation at a
higher level of theory to confirm the results obtained
and ascertain if this property is shared bymore realistic
systems.

Atomistic DFT Simulation of the Dye�TiO2 Interface and
Charge Recombination Evaluation. In this section, we ex-
plore the possibility of designing a realistic dye which,
according to accurate DFT calculations, displays the
same features identified in the tight bindingmodel.We
consider a cross-conjugated structure for the bridge
moiety in the attempt to reproduce the increase in
charge recombination lifetimes in the tight binding
model. The chemical structures of the dyes considered
are shown in Figure 6, with X indicating the substituent
on the cross-conjugated chain.

The resulting Γ~ is shown in Figure 7 for the cross-
conjugated systems considered. Again, the energy axis
has been shifted upward by 0.6 eV so that the calcu-
lated conduction band minimum EC, estimated for the

Figure 5. Charge recombination lifetime for the XC5 bridge
as a function of the cross-conjugated group site energy. The
value obtained for the linear bridge L6 is indicated by a
dashed line.

Figure 4. Green's functions for the XC5 bridge evaluated
between the first and the terminal bridge sites (a) and
between the second and the terminal site (b) for different
values of EX: �2.0 eV (solid blue), �2.5 eV (dashed blue),
�3.25 eV (dotted purple), �3.75 eV (solid magenta) and
�4.5 eV (dashed red). Tight binding parameters:Rb =�4.2 eV
for b = 1, Rb = �2.0 eV otherwise, β = �2.5 eV.
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isolated slab, has been aligned to its typical experi-
mental value (�4.0 eV) in a DSSC.43 The energy range
which has the greatest impact on the recombination
lifetime is highlighted by a dark marker, the lowest
value in the highlighted region is the conduction band
edge. This choice for the integration range is consistent
with the assumption that (sub)surface trap states do
not modify the relative semiconductor�bridge cou-
pling. The assessment of this approximation is re-
ported further on.

The spectral densities obtained from DFT calcula-
tions reproduce the behavior obtained from TB calcu-
lations in two respects: (i) chemical modification of the
bridge structure shifts the position of the resonance
associated with states localized on the bridge and (ii)
antiresonance features occur at different values of E
depending on the chemical substituent connected to
the cross-conjugated group. Moreover, DFT calculations
consistently identify an antiresonance (highlighted by
the asterisk (*) symbol in Figure 7) that is not sensitive to
the bridge chemical structure, as shown by the spectral
densities reported in Figure 7 for electron withdrawing
(left) and electron donating (right) groups. The eigen-
states associated with the starred antiresonance are

shown in Figure 8a,b for the L6 bridge. The states con-
sidered are mainly localized on the semiconductor, and
they extend only on the anchoring group portion of the
sensitizer; the two states show fairly different symmetries
in this region. Since this antiresonance feature is associated
with the nature of anchoring group alone, it is expected to
be robust with respect to changes in the bridge structure.
The origin of this antiresonance can be also due to the
mechanism described, for example, in ref 19, where
localized states are coupled to delocalized states.

Conversely, the resonances in Figure 7 that show a
strong dependence on the substituent (i.e., those
located between�4.3 and�4.2 eV for the nitro, cyano
and the acyl chloride substituents) are associated with
states delocalized over the whole bridge, as shown by
the lower panels in Figure 8. In some cases, this state
produces a strong constructive interference effect
when it approaches the relevant states localized on
the anchoring group, possibly due to the orbital hy-
bridization. This particular behavior is bound to in-
crease spectral density in the energy region close to
the conduction band edge, therefore accelerating the
charge recombination process.

However, proceeding along the series of substitu-
ents with those reported in the right panel of Figure 7,
we notice how also the antiresonance feature, origin-
ally located at �4.5 eV approximately for electron
withdrawing groups is shifted toward higher energies.
The antiresonance alignment observed for the �OH
substituted bridge is particularly favorable since the spec-
tral density is significantly depressed in anenergy rangeof
0.3 eV near the conduction band edge, more than the
interval of few kBT relevant for the integral in eq 4.

In general, we can say that the calculation reveals
the presence of antiresonances above and below the
conduction band edge; some of these features are
modulated by the energy of the side group, as pre-
dicted by the tight binding model analyzed in the
previous section, while others stem from the topology
of the specific anchoring group employed, hence are
not reproduced by the tight binding approach.

Figure 6. Chemical structures for the Pyrene derivatives
employed in the DFT calculations. We set the cross-con-
jugated substituent X equal to: �NO2, �CN, �COCl, �
COCH3, �CHO, �OH, �H, and �OCH3.

Figure 7. The bridge mediated semiconductor-dye coupling for electron withdrawing cross-conjugated groups (left panel)
and for electron donating groups (right panel). The integration range is highlighted by a shaded area.
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The values of charge recombination lifetimes are
reported in Figure 9 and have been obtained by
evaluating the rate over the conduction band energy
range. The evaluation according to eq 4 implies that
the recombination from trap states below the conduc-
tion band has been neglected and that equilibration of
the electrons has been reached within the band in a
time much shorter than the charge recombination
time. Our theory can be extended to include recombi-
nation from localized states in the semiconductors,44

but in the absence of detailed information about them,
this generalization would increase the number of
parameters in the model without affecting the essen-
tial result: antiresonances corresponding to the tunnel-
ling energy will lower the recombination rate.
However, while electron energy relaxation from the
injection energy to the bottom of the conduction band
is definitely faster than recombination rate (of the
order of few ns),45 the escape of the injected electrons
from the interface region can be a slow process due to
the presence of an exponential distribution of trap
states.46 Consequently, themeasured electron lifetime,
for example via impedance spectroscopy,47 incorpo-
rates the dynamics of the electron within the traps and
it does not correspond to the time computed by eq 4
which describes instead a single elementary process.
The mismatch between the two times is of great
importance for the correct interpretation of the device
measurements,48 but from the point of view of micro-
scopic modeling, it is convenient to focus on the
factors determining an individual elementary rate.

For the sake of completeness, we mention that
many hypotheses have been put forward in literature

concerning the microscopic origin of such trap states,
and it was proposed that the Coulombic interaction
between the oxidized dye and the electron in the band
can create a localized hole�electron pair on the sur-
face (charge transfer exciton).49�51 In contrast with
organic-based semiconductors, in high dielectric con-
stant materials (such as TiO2 nanoparticles), the role of
electron�hole exchange effects is only relevant for the
fine structure of low energy states and it is small
enough to be treated as a perturbation.52 Hence,
Coulomb effects alone could suffice for an accurate
picture of the charge transfer exciton. However, experi-
mental evidence collected on the charge recombination
reaction to oxidized dyes rules out a significant impact of
these effects on the reaction rate.53 A numerical study of
the electron�hole pair (performed assuming that the
electron can be considered a particle with the same
effectivemass of an electron in the semiconductor band,
and that the dye is a point charge surrounded by a
dielectric) estimated the exciton radius to be close to
200 Å and the exciton binding energy to be just 50 meV
(using parameters appropriate for DSSC).54 Therefore, it
seems unlikely that hole�electron interaction can affect
the results of this model significantly.

From the data in Figure 9 we can see how the
introduction of a cross-conjugated bridge can slow
down the charge recombination reaction by a factor 30
in comparison with the linear bridge L6 (shown in
Figure 6). The information provided by the DFT simula-
tion of the interface is richer than that provided by the
minimal tight binding model for the (π electron
mediated) charge transfer; however, some similarities
exist. In particular, the profile observed for electron-
donating groups is in qualitative agreement with the
behavior for high values of the substituent on-site
energy EX. For these functional groups, there is a
progressive increase in charge recombination lifetime,
starting from the most electron-donating group, until
a maximum is reached, corresponding to the �OH sub-
stituent. The reason for this slower charge recombination

Figure 8. Wave functions sections in the plane containing
the anchoring group for the linear bridge L6 (a) and (b), and
for cross-conjugated bridges: �NO2 (c), �COCl (d), �OCH3

(e). Corresponding energies are reported in eV. On the far
left a sketch of the bridge's chemical structure is reported:
with �R we indicate the light harvesting unit shown in
Figure 6 and the shaded portion refers to the fragment
below the contour plot plane in panels c�e.

Figure 9. Charge recombination lifetimes for cross-conjugated
molecules (with the lifetime for the linearly conjugated bridge
L6 shown by a solid line), as a function of the chemical
substituent. The symbols used for the �OH and �H substitu-
ents correspond to those used in Figure 10 below.
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has been ascribed to the presence of two antiresonances
close to the energy window of interest. As these anti-
resonances move away (for the aldehyde substituent),
the lifetime τCR decreases again, as predicted by the tight
bindingmodel. For electron-withdrawing groups (whose
spectral densities are shown in the left panel of Figure 7),
there is first suppression of the antiresonance (for the
�COCH3 group) and then the appearance of a feature
showing an antiresonance near the conduction band
minimum produces an increase in τCR that is not ac-
counted for in the tight binding model.

Finally, we assess the robustness of the calculations
on distortions of the dye's equilibrium geometry. We
consider the dihedral angle (θ) between the cross-
conjugated group and the rest of the bridge moiety
shown in Figure 10a. Previous research on electron
transmission has shown the relevance of this structural
parameter on the electronic properties of the bridge
studied.19,35 The ground state energy is evaluated as a
function of θ leaving the remaining nuclear degrees of

freedomat their equilibriumvalues. The energy difference
with the equilibrium conformation (θ=�1.8�) is shown in
panel b for the cross-conjugated bridge showing the
slowest charge recombination lifetime (X = OH); this
quantity is then evaluated over a range of θ values and
reported in panel c together with τCR for the �H sub-
stituted cross-conjugated bridge.

Large distortions of the dihedral angle θ have a
substantial impact on τCR: as shown in Figure 10c, a
variation of more than 10� on the equilibrium value
effectively 'isolates' the cross-conjugated group, giving
an lifetime comparable with that obtained for a linearly
conjugated bridge. However, the bridge structure is
rather rigid, as shown by the span of θ accessible by
interaction with a thermal bath in panel b; for values of
θ in this range, the rate is left unaffected.

CONCLUSIONS

In this work, we have applied the theory of bridge
mediated electron transfer in the attempt to impede the
charge recombination reaction indye sensitized solar cells.
To this end, we have selected chromophores that feature
a cross-conjugated bridge connecting the semiconductor
with the light harvesting unit. We show that this class
of molecules can be useful for the design of innovative
sensitizers, since it is possible to modify with chemical
means the intrinsic lifetime for one of themain dissipative
pathways in the photon to electron conversion mechan-
ism. The level of theory used precludes a definitive
conclusion as to the optimal bridge structure because
the exact alignment of molecular and seminconductor's
level is subject to uncertainty.55 However, it is clear that
chemical substitution allows the charge recombination to
be tuned over a significant range.
The theory allows us to rationalize the dependence

of the charge recombination lifetime on the chemical
nature of the bridge substituent in terms of the more
prominent resonance and antiresonance features that
most affect the spectral density near the semiconduc-
tor's conduction band edge. To help disentangle these
features, a minimal tight binding model has comple-
mented the description of the bridge's π-system elec-
tronic structure. Nuclear conformational effects have also
been taken into account at theDFT level of theory; results
are shown to be robust for distortions of the equilibrium
conformation compatible with typical thermal energy
values. The approach proposed in this paper can be
added to the available strategies for the design of new
sensitizers for solar cells or photocatalysis.

METHODS

Tight Binding Model. The Hamiltonian matrix for a cross-
conjugated bridge has been constructed with a choice of the
parameters in eq 8 of: Rb = �4.2 eV for b = 1, Rb = �2.0 eV
otherwise,β=�2.5 eV; theon-site energy for the cross-conjugated

group, EX, has been varied as reported in Figure 4. The Green's
function matrix is obtained by numerical inversion. The
spectral density is obtained by setting κ = 0.25 eV, τ = 0.1 eV
and 2πF ∼ 1 eV�1 in eq 9. The other parameters required to
evaluate the charge recombination lifetime are the reorganization

Figure 10. (a) Dihedral angle θ studied in the �OH and �H
substituted bridges. (b) Energy scan for the �OH substi-
tuted molecule as a function of the dihedral angle, the
thermal energy (T = 298.15 K) is marked by a dashed line. (c)
Charge recombination lifetimes (τCR) for the �OH (�H)
substituted bridge are marked with '�' ('þ') symbols, re-
spectively; the shaded area highlights values for conforma-
tions accessible at room temperature.
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energy λ and the free energy variation εm, togetherwith the quasi-
Fermi level μ inside the semiconductor. These values have been
chosen as λ = 0.4 eV, εm = �5.0 eV, and μ= �4.1 eV,32 consistent
with the values obtained from electronic structure calculations for
the realistic dyes considered.

DFT Simulations. The electronic structure calculation for the
evaluation of the spectral density in eq 6 proceeds in two steps:
using the SIESTA code,56 we have simulated independently the
isolated TiO2 slab and the whole system semiconductor þ dye.
The anatase (101) surface was modeled using a 3 � 3 surface
supercell containing 108 atoms and four atomic layers. Geo-
metry relaxation was performed while keeping the coordinates
of the bottom atomic layer fixed at the values of the bulk phase.
The Brillouin zone was then sampled with a cutoff parameter
for the grid in the reciprocal space of 30 Å, the electronic
structure was computed with a GGA-PBE exchange and correla-
tion functional with double-ζ basis set and Troullier-Martins
pseudopotentials. A similar geometry optimization was also
carried out in presence of formic acid in order to establish the
adsorption geometry of the dye's anchoring group. The rest of
the dye molecule was attached to the carboxylic group preser-
ving the relative orientation, and energy single point calcula-
tions were then performed at the same level of theory
(including only the Γ-point on the slab þ adsorbate system)
in order to obtain the matrix elements of the full Hamiltonian
operator. This last calculationwas performed at theΓ-point only
because we are not considering a periodic array of dyes
interacting with each other, but rather only one dye adsorbed
on a surface.

The semiconductor's Hamiltonian matrix HS was obtained
from the isolated slab calculation and it has been employed
to evaluate the matrix elements Γab. The simulation of the
semiconductor þ dye system allowed us to extract from
the total Hamiltonian matrix the semiconductor�bridge and
the bridge�chromophore coupling matrix elements (indicated
with τ and κ, respectively, in the previous section), together with
the bridge's Hamiltonian matrix HB. The use of a localized basis
set makes it possible to partition the dye molecule (and its
Hamiltonian) into the bridge and chromophore fragments as
required by our theoretical scheme. The chromophore frag-
ment has been identified as the aromatic core in Figure 6,
including the diphenilamino substituent; the bridge has been
defined as the polyene chain including the carboxylic anchor
and the cyano group attached to it. The coefficients of the
molecular orbital on the chromophore fragment, indicated by
cj
m in the previous section, have been extracted from a similar
single point energy calculation on the isolated dye. Reorganiza-
tion energies and free energy variation have been evaluated on
the solvated molecule (in acetonitrile) using the implicit solva-
tion scheme adopted in our previous publication.32
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